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What is VRE4EIC?

VRE4EIC develops a reference architecture and software components for VREs (Virtual Research
Environments). This eVRE bridges across existing e-ERIs (e-Research Infrastructures) such as EPOS and
ENVRIPlus, both represented in the project, themselves supported by e-Is (e-Infrastructures) such as
GEANT, EUDAT, PRACE, EGI, OpenAlIRE. The eVRE providesacomfortable homogeneous interface for
users by virtualising access to the heterogeneous datasets, software services, resources of the e-ERIs
and also provides collaboration/communication facilities for users to improve research
communication. Finally it provides access to research management /administrative facilities so that
the end-userhas a complete research environment.

Disclaimer

This document contains a description of the VRE4EIC project work and findings.

The authors of this document have taken any available measurein order forits contentto be accurate,
consistentand lawful. However, neitherthe project consortium as awhole northe individual partners
that implicitly or explicitly participated in the creation and publication of this document hold any
responsibility foractions that might occur as a result of usingits content.

This publication has been produced with the assistance of the European Union. The content of this
publicationisthe sole responsibility of the VRE4EIC consortium and can in no way be taken to reflect
the views of the European Union.

The European Union is established in accordance with the Treaty on European Union (Maastricht).
There are currently 28 Member States of the Union. It is based on the European Communities and the
Member States cooperationin the fieldsof Common Foreign and Security Policy and Justice and Home
Affairs. The five maininstitutions of the European Union are the European Parliament, the Council of
Ministers, the European Commission, the Court of Justice and the Court of Auditors
(http://europa.eu/).

VRE4EIC has received funding from the European Union’s Horizon 2020 research and innovation
programme under grant agreement No 676247.

D5.4 A strategy for the VRE end-users to handle security, privacy and trust issues —second version PU


http://europa.eu/)

VREAEIC Page 4 of 30

Table of Contents

3 S 110 T ¥ Lot ' o TN 5
1.1 Potential SECUrity ISSUES fOr USEIS...uuuiiiiii et e e e e et e e e e e e eeanas 6
1.2 Potential privacy ISSUES TOr USEIS.......cuuuuiiiieii e e e et e e e e e e eaa e 7
1.3 Potential trustisSUESfOr USEIS covvevviieiiiieiii e 8
14 Structure of the dOCUMENT........uie e e e e e e e e e e eeanaaas 8

2 Requirements related to security, privacy and trust .........ccoeeeiiiiimriiiiecninienccrreereeeeneens 8
2.1 Requirements related tO SECUNITY ..ooiivviiiiiiie e et e e e e e e 9
2.2 Requirements related tO PriVacy ......o i i 10
2.3 Requirements related to trUST.......ooiiiiiiiicee e 11

3 SeCUNitY Strateies. ... cciiiuuiiiiiiuiiiiiiiiiiiiiieiieaieiieasietteasisettasssettensssesssssssssessssssssssssssennsssssens 12
3.1 LYo Lo R A= 11T =4 TN 12
3.2 GOVEINANCE STratEZIOS. e iiiii ettt e et e e e et e e e e et e e e eata e e eeaannes 13

L e T 1o A L (=T 4 = 13
4.1 LYol Y Lo R A= (T =4 =TS 16
4.2 LGN V=T ¢ o Lo To Iy 1 =) (=T =4 [T 17

5 Strategies to handle trust aSPeCtS.......cccciiiiiiieriiiiiiniiiinniiiiiniiiersssesnrrssessesssesesssassssns 18
5.1 "Trust 0N PEOPIE” StrAatEEIES. . ciiiu it e et e e e e e et e e e et 18
5.2 “Trust ON data’ STrAtEEIES .uvvuuieeeeeieeiiiie e e e e e e e e ettt e e e e e e e ee e e e e e e eeeeasbaaaaeeeaaaans 19

5.2.1 ‘Trust on data quality’ STrategIES ....uuuueii i e e 19
5.2.2 ‘Trust on metadata’ Strateies ..ccvvuriuii i e 20
5.3 ‘Trust oN @VRE SYStEM Strat@gIeS. .. ciiiiiiieiiiie e e e e e e e eaaanns 22

6 CONCIUSIONS....cuuuererererererenernrssesessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssss 23

RO EIBINCES ... ieeeeeiiieeeeiitrereetteeeerteaeetteeaesesteenssessesssessennssessensssessessssessessssssennssessesnssessennnsessennaness 24

0T 1= TN 26
Annex A: Privacy policy compliance assessment guideling ...........coouoeeiiiiiiiiiiiiie i, 26
Annex B: Training Materials........eiiiiiiie i e e e e e e e e e e e aa s 30

D5.4 A strategy for the VRE end-users to handle security, privacy and trust issues —second version PU



VREAEIC Page 5 of 30

1 Introduction

For the eVRE developed by the VRE4EIC project, the security, privacy and trust requirements
significantly vary amongst the potential end-users from various research domains and the public. In
deliverable D5.1and D5.3, the VRE4EIC project has defined the strategies handling potential issues and
eRls regarding security, privacy and trust aspects. However, these strategies are mainly produced to
help the technical developers better design the eVRE and choose appropriate technologies for the
implementation of the eVRE. We assume that most of the potential end-users have limited ICT
knowledge so that they might have a different understanding or interpretation regarding these
strategies to deal with security, privacy and trust related issues. In order to help our potential end-
users understand the logic and consideration of the strategies developed in D5.1, in the deliverable
D5.2, we have clarified these strategies in the early stage of the development of eVRE. After
implementing an eVRE prototype that have be tested by EPOS and ENVRIPLUS user groups, this
deliverable defines strategies and recommendations regarding security, privacy and trustfor the end-
usersto take when they use the eVRE. The useris a genericactor representing any useraccessing the
eVRE (accordingto its definition, "VRE users" only concern peoplethat wantto access research data).
This approach will also help the engagement of potential end-users. Upon acceptance of this strategy
document, it will be made publicly available and especially distributed to target users of the existing
e-Rlinitiatives and VRE-related initiatives.

This deliverableisthe results of Task 5.2, which identifiesissues related to security, privacy, and trust
for the use of the eVRE, and which defines a strategy to handle these issues. The strategies provides
the end-users of the eVRE insight in the various security, privacy and trust issues that they may face
whenthey use the eVRE. Since those issues may considerably hinder the use of VREs similarto eVRE
for excellentresearch, the strategy is expected to stimulate VREs uptake.

More specifically, the operations performed as part of Task 5.2 include the following:
= |dentify and analyse strategies of existing VRE-related projects for users to handle security,
privacy and trustissues;
= Take the requirementsregarding security, privacy and trustissues from WP2 and analyse the
gaps between those and how existing user strategies handle these issues (e.g. by training
users);
= Closely collaborate with the whole project partners and define:
o howVRE4EIC users can deal with securityissues;
o how VRE4EIC users can deal with privacy issues;
o how VRE4EIC users can make use of contextual metadata for data citations (to
enhance trust of researchersinthe dataand inthe data provider)
o how measures of certainty of data collection techniques and analyses affect users'
trust insystemresults.
= Translate the strategies to tutorial videos for the VRE end-users and closely collaborate with
the WP6 project partners forthis;
= Provide the results of these task operations to WP6 for implementation in the training
materials;
= Provide the results of these task operations to WP3 for implementation in the learning
environment;
* Usethefeedbackobtainedthroughthe evaluationsin WP2and WP6, and update the strategy;
* Make the strategies publicly available so that users of other VRE related initiatives and VREs
can also benefit.
This deliverable describes the strategies from both technical and data governance perspectives
regardingthe security, privacy and trust aspects recommended by the VRE4EIC project.

D5.4 A strategy for the VRE end-users to handle security, privacy and trust issues —second version PU
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1.1 Potential security issues for users

Security is a broad concept. In this deliverable we focus on information security. There are many
security issues around the development and the use of the eVRE. It is rather difficult to provide a
complete detailed list of information security issues, so only key security issues are discussed in this
section. Sipoen et al. (2007) propose four high-level abstractions of information security issues
including access to information systems, secure communication, security management, and the
development of secure information systems (Siponen & Oinas-Kukkonen, 2007). Table 1-1 presents
key security issueson the basis of this categorizationthat need to be consideredin the VRE4EIC project.

These key issues have been identified from the requirements interviews in the Working Package 2.

‘ Potential Security-related issues

Access to the eVRE

Uncontrolled subjects’ (refersto
information entities, e.g., processes,
humans) access to objects (e.g. files,
directories, services, tools), e.g.,
subjects are not the real subjects which
they claimto be.

‘ Potential Risks

Information may be stolen,
modified or used nefariously
or resold by unauthorized
subjects.

Individuals are able to deny
an action that they have
carried out.

Undesired subjects’access to objects

Information may be stolen,
modified orused nefariously
or resold by unauthorized
subjects.

Unwanted information flows between
objectsandsubjects, e.g., social
engineering attacks, malware attacks,
denial-of-service

Information may be stolen or
disclosed to unauthorized or
albeitauthorized subjects.

Process of dwindling takes
places (Siponen & Oinas-
Kukkonen, 2007)

Secure communication

The act of information communication
isopenand can be touched

Information can be stolen
and disclosed unwillingly

Security management

Lack of information management
policies, e.g., databackup, recovery,
contingency mechanism

Information may be lost

No appropriate response
actions against ceRlsis events

Secure developmentof
eVRE

Security requirements are not properly
collected, are misinterpreted or are
missing

Security requirements
cannot be properly reflected
inthe development of eVRE

Security requirements cannot be
fulfilled by certain technological
solutions.

The security cannot be
guaranteed, which damages
service providers’
reputations and reduces user
trust

Table 1-1 Potential security issues for end-users of the eVRE

D5.4
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1.2 Potential privacy issues for users

Privacy is a fundamental humanright, enshrined amongvarious individuals, cultures and legislations.
However, there is no universal definition of privacy. The term “privacy” derives from the Latin word
“privatus” and “privo” meaning “to deprive” (Leino-Kilpietal., 2001). In English-language dictionaries,
privacy refers to ”a state in which one is not observed or disturbed by other people”. Although the
boundaries and specific contents of privacy vary significantly in different countries, commonly
identified elements of privacy are ‘the right to be left alone’ and the ‘control of information about
ourselves’ (Pearson, 2009). The new General Data Protection Regulation defines ‘personal data’ as
“any information relating to an identified or identifiable natural person” (EU, 2016). Table 1-2 shows
the potential privacy-related issues for end-users. These key issues have been identified from the
requirements interviews in Working Package 2.

‘ Potential privacy issues ‘ Potential Risks

Beyond the initial data processing purpose, such as
research purpose

Violate the purpose limit principle of the
GDPR

No consent from data subject orno consentslogs

No transparency about the data
processing

Researchers are forced or persuaded to be tracked or
to provide personal data againsttheirwill (Pearson,
2009)

Individual information may be stolen,
used nefariously or resold unauthorized

Big data analytics can be used to identify individuals
(Montjoye, Radaelli, Singh, & Pentland, 2015)

Individual information can be exposed

Rapid changing data challenges the service providers’
ability to maintain consistent security standards

The quality of data service cannotbe
ensured. There is negativeimpact oreven
damage to the data service providers’
reputation

Dynamicmovement of datainan online environment
to share researchinformation. Itis notclear which
party isresponsibleforensuringlegal compliance for
personal data

The sub-contractorinvolvedin processing the data
cannot be properly identified, checked orascertained
(Sun, Chang, Sun, & Wang, 2011)

Damage to the service providers’
reputation

Privacy breachingevent

Damage to information holder’s
reputation

Governmental supervisor might lose
credibility due to lack of proper
governance

Regulation and legislation on privacy protection are
behind the development of technologies

Responsibilities are not clear. Privacy
information might be exposed.
Governmental supervisor might be
blamed and lose credibility due to lack of
propergovernance

Table 1-2 Potential privacy issues for end-users of the eVRE

D5.4
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1.3 Potential trust issues for users

There are many definitions of trust. According to Rotter, trust refers to “ageneralized expectancy held
by an individual or group thatthe word, promise, verbal or written statement of anotherindividual or
group can be relied upon”(Rotter, 1967, p. 444). Trust is defined as a vulnerable willingness or
expectation that the commitments will be fulfilled by other people or organizations which entails Risks
for the trusting party (Mayer, Davis, & Schoorman, 1995; Panteli & Sockalingam, 2005; Rotter, 1971).
In Table 1-3, the potential trust issues for users are presented, derived from the requirements
interviewsin Working Package 2.

‘ Potential trust issues Potential Risks
Technical trust Data quality Low quality data will damage the trust on the
data
Various data standards Various datastandards hinderthe

interoperability of data

Secure storage of data Data might be lost, stolen orleaked
Data Confidentiality and The source changes of data may not always be
auditability traceable
Usability of services/Service | Data service mightbe interrupted orout of
continuity service capability
The stability and security of | The underlyinginfrastructure might be unable
the underlyingIT to deliverreliable computing or storage services
infrastructure

Social trust Legal compliance Notall partiesinvolved undertake the legal

compliance

Human behaviour Ifthe privacy information cannotbe ensured,

the level of trust will be reduced

Table 1-3 Potential trust issues for end-users of the eVRE

1.4 Structure of the document

First of all, this document provides an overview of current issues with regards to security, privacy and
trust issues. Section 2 recalls the requirements clarified in D5.1 and D5.3 on these three aspects.
Section 3-5 describes the security, privacy and trust strategies developed by this project for the end
users of eVRE. Finally, some recommendations are provided in the conclusion section.

2 Requirements related to security, privacy and
trust

D2.1describesthe steps that have beenfollowed to elicit requirements for the eVRE. The requirements
regarding security, privacy and trust have been furtherdescribedin D5.2, “A strategy for the VRE4EIC
projectto handle security, privacy and trust issues”. We expanded the list of requirements related to
these three aspects. These requirements are used to design the AAAl component of the eVRE. In this

D5.4 A strategy for the VRE end-users to handle security, privacy and trust issues —second version PU
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section we review the security, privacy and trust requirements. Chapters 4, 5 and 6 discuss the
implications of these requirements forthe end-user of the eVRE.

2.1 Requirements related to security

The requirements elicitation process in WP2 has provided the following list of requirements
(expectations from the users, Table 2-1). Work done in WP3 has identified functionalities (functions)
and technical solutions(downto microservices)to fulfil those requirements including ensuring several

security features thanks tothe AAAI microservices.

CTRQ1 Login Login with a user accountand password

CTRQ2 Continuous Access to the software, services and datasets anywhere with internet
access connection

CTRQ3 Singlelogin Ability to gain multipleaccesses to the system with one login

CRQ6 Data Storage Ability to deposit (over long-term) the data and metadata or other
& supplementary data and methods accordingto specified policies,and
Preservation make them accessibleon request.

SRQ12 Secure Secure storage of data, especiallysensitivedata
storage

SRQ15 Physical Identity control of the access to the physicalinfrastructure
access control

CLRQL Instrument Ability to create, edit and delete aninstrument or sensor which will
Integration generate data
Instrument - :

CLRQ4 Acce.:ls Ability to read and/or update the state of an instrument

CLRQ15 Data o Ability to transfer data over communication channel using specified
Transmission network protocols.

PRQ35 Data backup Ability to backup datasets according to specified policies

SRQ6 Use log Logs of the system usagefor auditing and legal

compliance
PRQ31 Accounting Accounting services for data and services provider

Table 2-1: Identified requirements related to security, derived from WP2.

At the VRE level, this means that the VRE should (1) be compatible with several external access
mechanisms, (2) be able to include new ones when new e-ERIs connect to the VRE and (3) allow
unrestricted access to open data. Inthe latter case, the e-ERIs users should be warned about potential
additional privacy Risks when their datais combined with other datasets (differential privacy).

D5.4 A strategy for the VRE end-users to handle security, privacy and trust issues —second version PU
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Physical access control (in addition to the standard digital access control) is not used by the eight
currently characterized e-ERIs in D2.1, even though it was identified as a requirement. Individual e-
ERIs should determine how much priority this requirement has fortheir user groups.

The logging of user actions and accounting may be implemented at both the e-Rl level and the VRE
level. The VRE logs allow for a complete picture of user actions across the various e-ERIs. Note that
while accountingrelies on anidentification of users, logging of actions of non-registered users is useful
as well to provide overall usage statistics.

Secure data storage, backup and secure transmission of data are handled at the e-Rl level. Here, the
task of the VRE is to provide (CERIF) metadata about the provided level of security, e.g. whether
encryptionisused.

2.2 Requirements related to privacy

In the implementation and operation phase, the eVRE system will process data containing personal
data. In general, there are three sources of data containing personal data on the eVRE, including: 1)
The metadataretrieved from ERIs or connected VREs, describing the information of registered users,
such as names, contact information, affiliation, accessroles, etc.; 2) data retrieved from the research
datasets shared by ERIs or connected VREs, can be directly or be combined with other datato identify
an unique person, such as GPS location information, IP address, device MAC address, or biometric
information; 3) data generated by the eVRE itself, such as user registration information, user access
logs. The first two conditions are the main sources of personal data processinginthe eVRE. However,
eVRE needs to design comprehensive privacy preserving mechanisms to safeguard all personal data
fromthese three sources.

The VRE should guarantee the privacy of both users of the eVRE and of sensitive research datathat is
stored through the VRE. Access Control (CRQ6), secure storage (PSRQ2) and transmission (DRQ14) of
research data were already mentioned as security-related requirements. We mention them under
privacy again since they are fundamental in protecting privacy-sensitive research data. In addition, the
identities, access credentials as well as transaction logs of users of the VRE should be stored securely
(PSRQ3). Thisincludesthe metadatastoredinthe VRE Metadata Manager (in CERIF format).

Differential privacy: The fact that the VRE bridges across several e-ERIs poses additional challenges
withregard to privacy.In D2.1 on requirements elicitation, it was noted that “Datasets often require
removing privacy sensitive variables from it before publication.[...] Moreover, the combination of data
with other sources mightstill make it possible to track the identity of an individual person, espedially
when open data are combined with social mediadata. ” This means that the privacy levels of data in
an e-Rl are not always strict enough for a VRE. This results in additional requirements related to
resetting access control settings (e.g. to disallow combination of data when an e-RI becomes part of
the VRE), creating awareness with data providers (that their previous privacy policy might no longer
be enough). These requirements are described below in Table 2-2.

CRQ6 Data Storage Ability to deposit (over long-term) the data and metadata or other
& Preservation | supplementary data and methods accordingto specified policies,and
make them accessibleon request.

SRQ12 Secure storage | Secure storageof data, especiallysensitivedata

CLRQ15 Data o Ability to transfer data over communication channel using specified
Transmission network protocols.

D5.4 A strategy for the VRE end-users to handle security, privacy and trust issues —second version PU
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SRQ13 Credentials Abilityto protect the user's’ digital identities and credentials
protection

Additional Consent Consent by data subjects for data collection, data processingand data

requirement storage

1

Additional Transparency | Adequate insightintothe purposes and means of a data processing,

requirement informing data subjectabout what personal datais being processed,

3 when, and by whom for which reason.

Table 2-2: Identified requirements related to privacy, derived from WP2

2.3 Requirements related to trust

The elicited requirements (see Table 2-3) show a clear need of users for methods to cite data (IRQ4):
they needto be able to uniquelyidentify datasets (IRQ1), including parts of datasets (IRQ1) or specific
versions of datasets (CRQ4); they need a guaranteethatidentified data will not change and will remain
accessible (CRQ6). This enhances the reproducibility of studies done on the basis of these data. In
addition, theseidentification mechanismsprovide ameans to keep track of changes made to datasets,
in other words, to record the provenance. Finally, the opportunity to verify the quality of the data
(CRQ6 and CRQ3), improves the transparency of the research process.

We observe that in some cases there may be a tension between the need to record provenance of

datasets, including information on who did what, and the need to protect the privacy of users,

includingtheiridentities and access logs (SRQ6in Table 2-1 above). AVRE needs to have a clear policy
regardingthisissue.

IRQ1 Data Ability to assign (global) uniqueidentifiers to data contents.
Identification
CRQ4 Data Ability to assign a new version to each state change of data, allowtoadd
Versioning and update some metadata descriptions for each version,and allowto
select, access or delete a version of data.
CRQ6 Data Storage Ability to deposit (over long-term) the data and metadata or other
& Preservation | supplementary data and methods accordingto specified policies,and
make them accessibleon request.
CRQ6 Data Quality Ability to detect and correct (or remove) corrupt, inconsistentor
Checking inaccuraterecords fromdata sets.
CRQ3 Data Quality Ability to support manual quality checking.
Verification
CRQ7 Data Ability to create, delete and maintain the consistency of copies of a data
Replication set on multiplestorage devices.
CLRQ18 Data Ability to provideclean, well-annotated, anonymity-preserving datasets in
Publication a suitableformat, and by following specified data-publication and sharing
policies to make the datasets publiclyaccessibleor to those who agree to
certain conditions of use, and to individuals who meet certain professional
criteria.
D5.4 A strategy for the VRE end-users to handle security, privacy and trust issues —second version PU
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IRQ4 Data Citation Abilityto assignanaccurate, consistentand standardized reference to a
data object, which can be citedin scientificpublications.

Table 2-3: Identified requirements related to trust, derived from WP2

At the VRE level, the mainrequirementis to correctly convey the information thatis already present
at the e-Rl level (including data ownership, licensing and liability) of each dataset as metadata,
preferablyin CERIF format.

3 Security Strategies

In order to help VRE4EIC users deal with security issues when using the eVRE system, the VRE4EIC
consortium should help making users aware of informationsecurityissues and understandthe reasons
for the technological solutions offered in the eVRE. Since the eVRE systemis built on many e-ERIs and
connected with many other VREs and e-ERls, users need to understand the complexity of eVRE and
adapttheirusing behavior to the characteRIstics of the eVRE and develop their own security strategies
when usingthe eVRE. Although informationsecurity can be enhanced viatechnological solutions such
as access control, data encryption, firewalls, these technical measures alone are not sufficient in
mitigating the Risksto information security. Human interactions with technical measures could lead to
serious threats to information security like fraud, social engineering or privacy information re-
identification via big data analytics. Therefore, information security needs to be enhanced by
consideringtechnical solutions and human behaviors.

Veiga and Eloff (2007) proposed a comprehensive information security governance framework by
consolidating four approaches towardsinformation security governance including ISO/IEC 177995 and
ISO/IEC 27001, PROTECT model, Capability Maturity Model and Information Security Architecture (A.
D. Veiga &J.H.P. Eloff, 2007). This model lists a set of componentsto consider forinformationsecurity
governance.

In this section we will use this model to discuss the implications of technical solutions regarding
security as well as the governance solutions to helpusers handle potential information security issues.

3.1 Technical strategies

The eVREreference architecture supports federated authentication and authorization. There are two
main scenarios. In the first, the eVRE acts as a Service Provider (SP) that delegates all authentication
and authorization toafederated service such as EQUGAIN. This allowsusers that are already part of an
organization within the federation to log onto the eVRE using the credentials of their own organization
by usingtheirorganization’s Identity Provider (IdP). In the second scenario, another VRE or Rl (such as
EPOS) acts as the Service Provider (SP) and usesthe VRE4EIC eVRE as the Identity Provider (IdP) that
can either provide additional accounts for users of organizations not representedin the federation or
further proxy authentication tothe same federations asin scenario 1. Both scenarios allow single sign
on (SS0), andin both scenarios the useronly provides credentials to the IdP service, notthe SP. Single
sign-on is an advantage for end-users as it allows them access to multiple associated e-ERIs without
the overhead of creating multiple accounts.

In the federated authorization scenario, the amount of information about a user that is disclosed to
the Service Provider by the IdP is always under control of the user. The user needs to disclose the
information needed by the SP to decide if the useris indeed authorized to access a certainresource.
In some cases, it is desirable that the SP provider can enrich the user profile with attributes from its
secure CERIF metadata catalog, also after prior permission from the user. This, can, for example, be
used to support Role Based Access Control (RBAC), where access to an authenticated user is granted

D5.4 A strategy for the VRE end-users to handle security, privacy and trust issues —second version PU
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based on the rolesandthe affiliations the user has accordingtothe metadatarecordedin the catalog.
This requires that the user needs to be able to rely on the information in the catalog being correct.
Research Institutes will typically be the providers of the metadata used forauthentication. Asdiscussed
in D5.3, the potential security implications of incorrect CERIF metadata are large, and responsibility for
the maintenance of this metadata should be clearly allocated within an organization.

Multi-factorauthenticationisrecommended forthe eVREwhen auser accesses sensitive data. Thisis
a method of confirming a user's claimedidentity by utilizinga combination of multiple (typically two)
different components (factors). Using two-factor authentication (2FA), users can authenticate using
somethingthatonly the individual user knows(forinstanceloginand password) plus a one -time-valid,
dynamic passcode that is received or generated by the user at the time of authentication. When
designing a 2FA method, the IdP must take into account security (e.g. whether messages can be
encrypted), privacy (e.g. whether additional userinformationneeds to be stored) and ease-of-use (e.g.
the number of (additional) devices that a user must carry). 2FA by definition presents the user with an
additional burden. However, several 2FA solutions have been shown to be minimally intrusive. In the
scenariowhere the eVRE plays the role of the SP, the decisionto use 2FA or not is also fully delegated
to the IdP of the user. Inthe scenario where the VRE4EIC eVRE serves as the |dP, the current prototype
uses Telegramas a 2FA method. Telegramis a free messaging app that encrypts communication (low
security risk), does not store personal userinformation such as telephone numbers (I ow privacy risk),
and can be installed on various devices (relatively low burden of carrying an additional device).

3.2 Governance strategies

In the D5.2, we have used the information security governance model proposed by Veiga and Eloff (A.
D. Veiga & J. H. Eloff, 2007) to help define our project security strategies. The project consortium
defines the VRE4EIC development strategy which includes the project objectives. The consortium
collectively defined the risk management strategies including information security strategies and
identifies the security requirements. The work package leader defines the security control plans,
policies standards which needto be used when developing practical security solutions. The evaluation
criteriaare also defined by the work package leaderand are approved by the whole consortium.

From the view point of end users, they need to adapt their daily behaviors to incorporate with the
compliance withinformation security. They should define theirown information access policies, such
as whatinformation can be accessible by whom. They need to regularly attendtraining and education
seminars organized by VRE4EIC team to update their knowledge regardinginformation security.

4 Privacy Strategies

The General Data ProtectionRegulation (GDPR) came intoforce on May 25, 2018, in the vision of better
safeguarding personal data processing inthe new digital era. The Art. 4 of the GDPR defines personal
data processingas “means any operation orset of operations whichis performed on personal dataor
on sets of personal data, whether or not by automated means, such as collection, recording,
organisation, structuring, storage, adaptation or alteration, retrieval, consultation, use, disclosure by
transmission, dissemination or otherwise making available, alignment or combination, restriction,
erasure or destruction”(EU, 2016). Seven principles are defined to enable legitimate personal data
processing, including:

(a) Lawfulness, Fairness and Transparency
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Sufficient transparency would give adequate insight into the purposes and means of a data processing,
informing data subject about what personal datais being processed, when, and by whom for which
reason. Transparency needs to cover the whole lifecycle of the data, from the moment of collection
onwards to the stages of processing, storage and deletion. Itis rather explicit and also inherentinmany
differentarticles of the GDPR, forexamplein: “e Art. 12 (Transparentinformation, communication and
modalitiesforthe exercise of the rightsof the data subject) ¢ Art. 13 (Information to be provided where
personal data are collected from the data subject) e Art. 14 (Information to be provided where
personal data have not been obtained from the data subject) ¢ Art. 15 (Right of access by the data
subject) ¢ Art. 30 (Records of processing activities) ”(Schlehahn & Zwingelberg, 2017) .

Recommendation 1 : The end users can check whether they can easily get access to the privacy policy
of the eVRE and connected datasets, software and services.

(b) Purpose limitation

Purpose limitation in the GDPR expresses a limitation of personal data processing for specific lawful
purposes in the first place. Personal data must be collected only for specified, explicit and legitimate
purposes (purpose specification). Such specification of a purpose also guarantees the transparency
principle of data processing and use of personal datafrom the datasubject. Data processing operation
going beyond the original purpose without datasubject’s consentorotherlegal ground and as such is
not permitted. Asaconsequence, the purpose of the processing must be determined already priorto
the collection of the information.

For the further processing of personal data beyond the initial purpose, Article 6 para. 4 of the GDPR
givesa concludinglist of permissible cases, which are:

e the consent of the data subject,

e the processing is based on union or Member State law constituting a necessary and
proportionate measure in a democratic society to safeguard the objectives referred to in
Article 23(1) GDPR,

e the processingis notincompatible with the initial purpose.

In the practice of the eVRE operation, the purpose of personal data processing is not limited to
scientificresearch. We alsowould like to attract more commercial organization to use shareddatasets.
Therefore, before sharing datasets containing personal data, eVRE management body need to get the
consentof data subjectif the initial data process purpose need to be updated.

Recommendation 2 : The end users may check whether the use their personal data is only limited to
the delivery of the services provided by eVRE and other connected eRls and VREs.

(c) Data minimisation

Any personal data collection must be adequate, relevant and limited to what is necessary with regards
to the specific purposes. The necessity of data minimisation is closely related to the idea of the
unlinkability of data (Shadish & Galindo, 2010). Unlinkability means that personal data should not be
linked across different domains for other use beyond the initially specified purposes. Therefore,
unlinkability is an enforcement of purpose limitation and necessity (including data minimisation).

Recommendation 3 : The end users may check how eVRE collects and stores the personal data
concerning himor her. They can ask for the full records of the data stored by eVRE and check whether
limited data is collected.

(d) Accuracy

According to Art. 5 para 1 (d) of the GDPR, data must be ‘accurate and, where necessary, kept up to
date; every reasonable step must be taken to ensure that personal data that are inaccurate, having
regard to the purposes for which they are processed, are erased or rectified without delay’. This reflects
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that the end users of eVRE system have control over their own data requiring always effective
intervenability on data processing activities. In the literal sense, intervenability is the operational
access to processes and data either by effective technical or organisational means, for example being
able to modify ordelete inaccurate personal data.

Recommendation 4 : The end users may frequently check the accuracy of the data concerning
themselves on the eVRE.

(e) Storage limitation

Article 5para. 1 (e) of the GDPR requires that datamust be ‘keptin a form which permits identification
of data subjects for no longer than is necessary for the purposes for which the personal data are
processed’. This principle isintertwined with purpose and necessity as well. Thereby, in research data
sharing contexts, such as the eVRE system, where data is collected from multiple and mixed-format
sources, it usually depends onthe context which data categories need to be stored only for a certain
period of time.

Recommendation 5 : The end users may check whether the storage of the personal data is limited to
a certain time span.

(f) Integrity and confidentiality

Integrity ensures that systems fulfil reliable functions and performance without corruption, damage or
loss of personal data. Confidentiality of personal data meansthereis no accessto the personal dataor
knowledge of the personal data by unauthorised third party

Recommendation 6 : The end users can frequently check the storage of the personal data is
safeguarded and will be notified when there is data breaching incident.

(g) Accountability

Paragraph 2 of Article 5 of the GDPR allocates the legal responsibility to the data controller and
demandsthat the controller must be able to demonstrate compliance with the ruleslaid downin the
GDPR. Thiscan be done e.g. by documenting the legal basis, the purposes and the means of a specific
processing operation types, which includes:

¢ The categories of personal and dataformatsintended to be used

e The sources of these data categories

* The purposesforwhichitis intended be to used

¢ The legal ground on which the processing operationis based

¢ Technical systemsinvolved (hardware, software and infrastructure)

* The processing entity’sinternal organisation and human resources involved when processing
of data withthe systems

Article 83 of the GDPR manifests the general conditions for imposing administrative fines, whereby
underpara.5 (a), with reference to Article 5, infringements on the basicprinciples canlead to fines up
to 20,000,000 EUR, or in the case of an undertaking, up to 4 % of the total worldwide annual turnover
of the precedingfinancial year, depending on whichamountis higher.

Inthe section 2.3, we have presented three sources of data containing personal data. Processing these
three sources of personal data may follow into two scenarios.

¢ Inthe scenario of processing data containing personal data completely generated by the
eVREsystemitself,itis eVRE’s fully responsibility for safeguarding this personal data.

¢ In the scenarios of eRls providing their user registration information or research datasets
containing personal data to the eVRE, both eRls and eVRE should be responsible for personal
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data processing. Depending on how the contract defined betweeneVRE and ERIs or VREs, both
of them can be data controller, oreVREis with the role of data controller while ERIs are data
processor who process user information on behalf of eVRE. No matter how the contract is
defined between eVRE and ERls, this only influence whether ERIs will be consideredas the role
of jointdata processortogetherwith eVRE or data controller. eVREis always

Recommendation 7 : the end users should learn who is the responsible body for protecting their
personal data and to which authority body they can refer when there is privacy dispute.

The principles and the rights of data subject defined in the GDPR provide guidelines for the end -users
toreview the designand operation of eVRE or other similar VRE systemsand to take relevant strategies
for theirown privacy preserving.

4.1 Technical strategies

Asstatedin D5.1 and D5.3, "The eVRE should guarantee the protection of both personal research data
that is accessed via the eVRE and personal data about the wusers of the
eVRE and their actions on the system." The protection of research datais mostly related to proper
authorization of end-usersforaccess to the research data. This has already been discussed in section
3 of thisdeliverable regarding security.

Regarding the personal data of users of the eVRE, the eVRE will add an additional level above that of
the e-Rl level. An eVRE implementation may decide to partially duplicate or centralize personal data
about users originally stored only at the e-Rl level. On the other end of the spectrum, by using
federated authentication and authorization infrastructures such as eduGAIN, both e-ERIs and eVREs
may also delegate storage of user data to the federated infrastructure. Evenin the fully federated case,
usersstill need tolearn where and by whom their datais actuallystored. Thisis because user attributes
may be stored by the identity provider of their home institute or on an additional attribute
management platform provided by the federated authority infrastructure.

Several technical mechanisms are designed orrecommended by the eVRE system. These mechanisms
will be brieflymentioned inthe following sections while more detailed information can be foundin the
deliverable D5.3.!

4.1.1 Authentication & Authorization

Personal data should only be accessible after the identity of the data requester is confirmed.
Authentication is the process which establishes this identity confirmation(Nuffelen, 2016).
Authorizationis the process to confirm whetherthe identified user has the right to accessto a certain
resource and to execute a service (Nuffelen, 2016). Access control for web services has reached a
maturity, supported by several initiatives, namely EGI36, EUDAT, AARC. The VRE4EIC project has
designed two-factorauthentication and role-based authorization components to control data access,
especially to control personal data.

4.1.2 Encryption

Asecond recommended measure to safeguard privacy is the data encryption. Encryptionis the process
of encoding the information so thatitis only understandable by trusted and authorized parties having
the key to access it (Nuffelen, 2016). Secure HTTPS connections have already become the default in
the process of data transmission. Providing data related services on the eVRE over HTTPS not only
protects the personal data or metadata containing personal data, it also prevent other parties
eavesdropping when personal data is being transferred over the Internet. In addition, cryptographic

1 https://www.vredeic.eu fimages/Public_d eliverables/D5.3_A_strategy for_the_VRE4EIC_project_to_handle_security_privacy_and_trust_issues_V2.pdf
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hashes are used by awide variety of techniques to prevent datato be tampered with after publication,
such as version control, nano-publications and distributed ledgers.

4.1.3 Anonymization

Anonymizationis atechniqueturningasource datasetintoan equivalentdataset withrespect to some
properties so that the real data subjects present in the source dataset cannot be derived from the
processed dataset (Nuffelen, 2016). According to the recommendationof the GDPR, anonymizeddata
can be used more freely(EU, 2016). However, in the current eVRE ecosystem, the application of
anonymization will rely on the underlying eRIs and connected VREs.

4.1.4 Purpose based data storage & data access

The GDPR emphasizes that the datais only to be stored, used and shared for specific purpose with
explicit consent from the datasubject. Ideallya data processing environment shouldonly requestdata
for which it has the permission to get it at the time it needs (Nuffelen, 2016). However, current data
access is grant during the whole time of a data processing. Therefore, data access based on more
attributes such as subject, environment orsource is newresearch field. Attribute Based Access Control
(ABAC) and Context Based Access Control (CBAC) are the predominant worksin thisarea. The Within
these two data process mechanisms, purpose or context may be defined as an attribute to decide on
when data processing right and data access right will be granted.

4.2 Governance strategies

As one element of the information security governance framework, we can also use the same

strategies for handling security to deal with privacy enhancement. However, there are many
regulations and legal enforcements regarding privacy protection, especially taking into account the

new enforced GDPRin Europe, regulatory strategies deserves special attention. Regulatory strategies
referto governmental rules on the use of personal data or respective self-regulation efforts by industry.
Because individual privacy preferences often differ in several ways, it is important to find general

principles for privacy protectionthat fit the most common requirements. Those principles can be used

to expandvoluntary agreements orregulations enforced by law, but can also serve asimportant input
for the design process of the eVRE system and the subsequent treatment of personal data.

The General Data Protection Regulation, being focused on the protection of the rights and freedoms
of individuals, demands from the controllers and processors of personal data that they make the
exercise of the eVRE end-users’ rights possible. These are specifically laid down inthe Articles 12 —22
GDPR (Shadish & Galindo, 2010). The SPECIAL project has summarized the data subjectsrightsin the
GDPR, whichincludes:

(a) Overview of data subject rights

The data subjectrightsare:
e Transparent communication (Art. 12 GDPR)

¢ Information regarding the identity of the controller and the processing itself. This indudes
the means and purposes of the processing, whereas the law disti nguishes between two cases:

o Personal dataare collected fromthe datasubject (Art. 13 GDPR)

o Personal datahave not been obtained from the datasubject (Art. 14 GDPR)
e Right of access (Art. 15 GDPR)
e Rightto rectification of inaccurate data (Art. 16 GDPR)
e Rightto erasure, ‘rightto be forgotten’ (Art. 17 GDPR)
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e Rightto restriction of processing (Art. 18 GDPR)

e Right to receive a notification from the controller regarding rectification or erasure of
personal data or restriction of processing (Art. 19 GDPR)

e Right to data portability (Art. 20GDPR)
¢ Rightto object (Art. 21 GDPR)
* Protection against automated decision-making, including profiling (Art. 22 GDPR)

(b) Transparent communication and information

For all communication with the datasubject, Art. 12 para. 1 GDPR demands that:

‘The controller shall take appropriate measures to provide any information [...] relating to
processing to the data subject in a concise, transparent, intelligible and easily accessible form,
using clear and plain language, in particular for any information addressed specifically to a
child. The information shall be provided in writing, or by other means, including, where
appropriate, by electronic means. When requested by the data subject, the information may
be provided orally, provided that the identity of the data subject is proven by other means.’

By followingthese principles and regional data protection regulation, the eVRE defines when and who
can share what privacy information under which conditions inits project data management plan. The
eVRE system will help end-users to define the sensitive level of the information they own and
accessibility of this information. The eVRE also determines at what scale this information can be shared
on the basis of a pre-defined privacy sensitivity level. However, the GDPR guidelines, as well as similar
existing regulations, are often in conflict with VRE characteristics. For instance, the principles of
purpose limitation and data minimization are conflicting with the active, pervasive, and continuous
collection of datain VREs. Privacy Enhancement Technologies which try to enforce existing guidelines
are therefore often atrade-off between privacy, and benefit or usability of the VRE system within the
context of research purpose.

In the Annex A, we have provide an privacy compliance assessment guideline. The questions in the
guideline are created by mapping the GDPR terms with the web privacy policy metric proposed by a
group of researchers(Miller, Buck, & Tygar, 2012).The end users can use this as quick screening
reference to check whetheran online service not limited to eVRE complies with the GDPR.

5 Strategies to handle trust aspects

In order to realize a trustworthy eVRE system, different kinds of trust need to be considered. In the
eVRE system, data are provided by researchers or data publishers and shared on the eVRE and
underlyingresearch infrastructure. We distinguishbetween technical trust in system components and
data, and social trust in other persons who use the eVRE system.

Inthis section, the implications of trust on people and system will be discussed. These implications will
help end-users develop their own strategies to establish their trust on other users of the eVRE, data
providedinthe eVRE, and eVRE system itself, and be trusted by others.

5.1 'Trust on people’ strategies

Trust is also part of the information security governance framework, and thus we can also use the
same governance strategies for handling security to deal with trust establishment and enhancement.
Inaddition, there are two specificmechanisms for trust enhancement, namely Credential-based Trust
and Reputation-based Trust. Credential-based computational trust refers to “cryptographicsolutions
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for establishing trust by obtaining and verifying credentials of an entity” (Kénings, Schaub, & Weber,
2016, p. 153). Reputation-based trust “uses the history of an entity’s past behaviour or
recommendations and experiences about this entity provided by other entities to compute a certain
trustlevel” (Konings etal., 2016, p. 153) . Therefore, we use the entities of the user profile, forinstance
affiliation, publication history, and number of citations to compute the trust level of the users in the
eVRE. In additional, the feedback system of the eVRE is equipped to receive feedback regarding
individuals or service providers. Thiswill increase the transparency of the eVRE which will als o improve
the trust on the system. VRE4EIC will regularly review the trust assessment resultsand update the trust
information regarding the user of the eVRE.

5.2 ‘Trust on data’ strategies

5.2.1 ‘Trust on data quality’ strategies

In deliverable D5.2, we discussed about the implications of trust on data quality for a VRE. In this
section, we willfocus on the strategies that VRE users shouldtake to increase their trust on data quality
if they want to use a dataset they searched, or other’s trust on data quality if they want to registera
datasetin the VRE. These two objectives have common keys, as the information thata user will look
for to check for data quality of a dataset is the same than the one a user should provide when
registering a dataset. Thus the following discussion is applicable either to standard users, as to data
providers, in its large sense, i.e. any user (human, organisation or automate) that provides dataset
through a VRE. Note that the same could also be applied to eRls, as one of the objective of aVRE isto
allow usersto search forinformation coming from various communities, whichimplies eRIsfrom these
communities.

In deliverable D5.2, we said that several factors have a role on the trust of users regarding data:
provenance informationor contextualisation of the data for example. The various factors showed that
the more the data is described, the better the trust of the users will be.So the first step when thinking
aboutthe quality of the data, is to think about the metadata.

In (Davis, 2004), six factors have been described foran organization to build a strategy on data quality:

e Context:the type of data being cleansed and the purposes forwhichitis used
e Storage:where the dataresides

e Dataflow: how the data enters and moves through the organization

e  Workflow: how work activitiesinteract withand use the data

e Stewardship: people responsible for managing the data

e Monitoring: processes forregularly validating the data

These six factors can be used to determine the trust level on data quality about a dataset.

The description of the dataset should contain information about the context of the data. The context
will help users understand the data, the various cleansing algorithm to be used —or that have been
used- and what the data have been harvested for, so the purpose for which the data collection has
beendone.

The storage is another information that reveals the level of trust. This factor includes the physical
storage of the dataset, the way it can be accessed, and also information about the data model used.
The trust in data quality might be better if the data model used is a standard one, thus having some
supportand documentation.

Data- and work-flow can be considered the same factor, when looking data quality from a user
perspective. The objective here isto search for a description of the workflow around the data. Is that
raw data directly coming from the collecting equipment? Or is that consolidated data? Are other
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versions of the dataset available, corresponding to the other steps of the workflow? Are the various
cleansing or consolidation operations well described?

The stewardship represents the organization or humans that are responsible for the dataset. Having
information about maintainers, creators, hosts, etc. improves thetrustin data quality, by beingtagged
as having a specificresponsibility regarding the dataset.

The description of the monitoring factorin Davis (2004) appliesto live datathat should be monitored
and checkedregularly to be up-to-date. Regarding scientificdata, the problemis a bit differentin most
of the case as data represent the status of the studied objects at a certain point in time. But the
monitoring of data can be derived, and users may want to search for related dataset obtained at a
different periodby applying the same methodology for example, or by having some information about
how to reproduce the methodologyto check the results.

In this section we studied the various factors that can help a user defining a level of trust for data
quality. We mainly focused on the description of the dataset, but other social factors can also play a
role in the trust of data quality. For example, the reputation of the organization or persons linked to
the dataset will change the level of trust placed in data quality by users. The feedback of otherusers
can also have animpact on the trust on data quality. This social factoris highlydependent on the user’s
opinionandon his or her specificbeliefs.

In the context of the eVRE all the information we talked about can be stored in the catalogue using
CERIF, particularly the relations between entities. Obviously, the quality of the metadata depends on
the source metadata schemaand thelevel of completion of the metadata about datasets. For example,
ISO19139 metadata standard has some elements to deal with the data quality like
gmd:dataQualityInfo. This elements has been matched to CERIF so that the information from any
source based on the 1ISO19139 metadatastandard will be availablein the eVRE through CERIF.

5.2.2 ‘Trust on metadata’ strategies

One of the main objectives of VRE4EICis to improve the contextual awareness and interoperability of
the metadata across alllayers of the resources in the VRE. Contextual metadataleadsto understanding
the context in which the scientific data has been created, the semantics, and how the data can be
reused. Contextual metadata is crucial to promote data sharing, data use, and to enhance trust of
researchersinthe dataandin the data provider.

Can scientificdatabe trusted? What isits quality? Trustis a term with many definitions and uses, but
in many cases establishing trust in scientific data involves analyzing its origins and authentidity,
understanding the contextin which the data has been created. Scientific data cannot be understood
without knowledge about the meaning of the data and the ways and circumstances (used software,
equipmentetc.) of theircreation. This knowledge compeRIlses the provenance of the data. So, trust is
directly associated to provenance information. The more complete provenance information we have,
the highertrust on the data we achieve.

For instance, the catalogue of active faults from a region (from EPOS) can be used for assessing the
seismicshaking and tsunami hazard to infrastructure and people inthe vicinity, which can be abused
by certain commercial bodies. Itisimportant for researchersto know the quality of the data cited or
provided by the others and obtain correctvision onthe results. This requires the supply of provenance
data and contextual metadata. However, the provided information is often very limited and is not
sufficient to assess data quality and whetheritcan be trusted.

Trust is derived from provenance information, and typically is asubjective judgment that depends on
contextand use. The trustinascientificdatasetis directlyrelated to the trustin the provider - "trusted
source" - of that data or the systems used to produce and process that data. The same holds for other
types of resources shared through the eVRE, such as services, tools, or software. By "trusted source",
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we mean that someone gives me information he himself trusts because of further knowledge, and |
trust that itis his best knowledge, regardless whetheritturns outto be wrong later.

If | get a catalogue of earthquakes with fault plane solutions, | have noideaifitis a correct or not. |
would not assume that it is wrong, if | can trace its provenance to the producer, the methodsand its
publication record.

The provenance chain should go back to primary evidence. For this catalogue, | shouldbe able to trace:
the complex analysesand otherdata products and/orequipment used,
the publicationrecord and the publishing body,
the producerand the human curator of the data.

The reference toahumaninthe metadatais crucial inthe provenance chainand further supportstrust.
In particular, for data in the eVRE, which is not (easily) verifiable in itself as a simple mathematical
proof, the connectiontoa human curator is necessary and provides trustinthe resource.

Quite often, special equipmentisinvolvedinthe production of scientific datasets and faults might be
associated with them, influencing the produced data. Again, trust is established as long as detailed
documentationisavailable.

An example that shows the importance of following the history of adevice ispresented in [Doerr2011].
Within weeks of the Hubble Space Telescope launch, the returned images showed that there was a
serious problem with the optical system. Nonetheless, during the first three years of the Hubble mission,
before the optical corrections, the telescope still carried out a large number of productive observations.
The error was well characterized and stable, enabling astronomers to optimize the results obtained
using sophisticated image processing techniques such as deconvolution. In December 1993 the First
Servicing Mission restored Hubble’s Vision. Once Hubble received its corrective “eyeglasses,” it began
seeing more clearly.

Thus we suggest that contextual metadata should describe not only the actual scientific results but,
firstly, the resources athand for making research, how they are disposed and what condition theyare
in, who usesand cares for their quality and validity. This will provide meansto track if data is reliable
and well maintained.

In this direction, CERIF is a well suited common reference model since it models datasets, software,
services, projects and actors as well as, most importantly the contextual relations that exist between
them. This conceptual model provides the means to represent resources in an accurate and
manageable way. Moreover, the Semantic Layer in CERIF provides a classification system and allows
for the efficientand meaningful management of controlled vocabularies by the communities.

The VRE4EIC architecture has at its centre a CERIF metadata catalogue that documents what actors
and resources exist, how they are related and who has provided them. For each re source basic
provenance informationis recorded whenitis ingestedinthe catalogue. This aims to meetthe basic
trust criteriaforthe scientificcommunity, giving the provenance of knowledge for data and software.

Related work is done in the EU HORIZON2020 project PARTHENOS (http://www.parthenos-
project.eu/). The project proposes the Parthenos Entities (PE), an ontological model and RDF schema
to encode data of use in supporting the activities and aims of research infrastructures to pool and
connect services, software, datasets and to enable users of such services to reach the actors and
understand the knowledge generation processes which generated the offered datasets, thus meeting
the basic trust criteria. Moreover, the project proposes a minimal set of metadata that should be
collected withregardsto the entitiesreferred tointhe Parthenos Entities model for the provisioning
of the Parthenos Registry.
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5.3 ‘Trust on eVRE system’ strategies

Asdescribedin Deliverable 3.3, the eVRE adopted the microservices approach toimplement the eVRE
system. In the eVRE system, every building block is implemented as a Microservice (i.e. a standalone
component) that publishesits functionalities via REST APlIs.

Interactions between external software agents and eVRE are mediated by eVRE Web Services and
occurs using secure protocols, in particular HTTPS, implementing asymmetric cryptography scheme.

The eVRE microservices, in order to coordinate their behaviour, cooperate with each other by
exchanging messages. Amessage is produced by a microservice when asignificantevent occursand is
asynchronously consumed by all building blocks (or microservices) that are interested in that event.

The eVRE building blocks needsto communicate with each otherin asecure manner: theinfrastructure
exchanging messages between building blocks must be reliable and secure. This means not only that
the software used as communication channel must provide security features, but also that messages
content need to be verifiable and traceable. In the next section we’ll explain, with an example, the
approach adopted toimplementatrusted communication infrastructure in eVRE.

One of the challenges in a microservice-based architecture is identity propagation. After the
authentication, the identity of the authorized user needs to be propagated to all microservices in a
trusted way. As explained in Deliverable 3.3 eVREimplements a token-based authentication: users (or
software agents) enter their credentials in order to obtain a token which allows them to access the
functionalities of eVRE. The tokeniscreatedby a specificeVRE building block, the AAAI, and distributed
to otherbuilding blocksinthe system (beside being sent back to the user client).
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Figure 1 UML sequence diagram: a user authenticates and executes a query on the catalogue

The figure above shows a sequence diagram that describes how eVRE building blocks interactsin the
use-case of a userthat authenticates and executes aquery on the catalogue:

1. duringthe authentication the AAAI creates a token and sends it synchronously to the client
and asynchronously to the Metadata Service (and to anyothereVRE building Blocks).

2. the Metadata Service storeslocally the token.
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3. atthispointthe userisloggedinandhe/she will include the tokeninthe query request

4. the Metadata Service checks the token for validity and executes the query in the catalogue
and before sending the result generates a message (evtMsg) with information about the
operation

The main security/trustissuesinthisuse case are:

e the Metadata Manager needsto know that the tokenitreceivesasynchronouslyinthe step 1
has been created by a software component belonging to eVRE and having the authority of
creatingit, and that it has not beentampered with.

e the Microservices consuming the evtMsg message generated by the Metadata Service (for
instance the Node Service that registers system operations in a log file) need to be sure that
the message is actually created by the Metadata Service

The solution adopted to solve these issues has been to sign and encrypt token and messages

exchanged by microservicesamongthem. In the use case above the AAAlcomponent creates the token,
digitally signs it and encrypts it, when the Metadata Service receives the tokenit decrypts the token

and checks the claim, if the signature is correct the token is locally stored for being used in clients

authentication. In the same way the evtMsg is signed and encrypted before being published by

Metadata Services, the consumerswillcheck the signature before actuallyconsuming the message. In

essence every microservice in eVREis able both to sign/encrypt and to decrypt/check messages to be

sure that eVREinternal interactions occurina trusted environment.

We decided to encode ourtoken and messages usingthe JSON Web Token (JWT) standard. The JWT s
“an open standard [...] that defines a compact and self-contained way for securely transmitting
information between parties asaJSON object. Thisinformation can be verified and trusted because it
isdigitally signed.JWTs can be signed using asecret (with the HMAC algorithm) or a public/private key
pair using RSA” (JWT, 2018) .

In the current release of eVRE, messages and tokens are signed using a secret shared among
microservices, we will adoptthe more reliable public/private key pairs schemeinthe future releases.

6 Conclusions

Security, privacy and trust can be enhanced notonly by the properdesign and operation of the eVRE,
butalso by appropriate use of the eVRE by the end-users. Therefore, the endusers of the eVRE should
understand theirrights regarding the personal dataand proactively undertake strategies with respect
to these three aspects. This deliverable aims to educate the end users and help them understand
security, privacy and trust strategies from different aspects.

We took the requirementsregarding security, privacy and trustissuesfrom WP2 and analyzedthe gaps
between the requirements and currently implemented solutions by other projects. Then we provided
recommendations for the potentialendusersof eVRE to deal with theissuesfrom both the perspective
of the technological solution and the perspective of information governance.

The described strategies reflect the solutions and suggestions made by the VRE4EIC consortium
regarding security, privacy and trustissues.

Security strategies
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The eVRE reference architecture supports federated authentication and authorization. The
endusersare encouragedtologonto the eVRE using the credentials of their own organization
by usingtheirorganization’s Identity Providerthrough federated service such as EQUGAIN.

Multi-factorauthenticationis recommendedforthe eVRE when a user accesses sensitive data.

The end users should adapt theirdaily behaviors toinformation security in daily practices.

Privacy strategies

The end users should always check that techniques such as authentication, authorization,
encryption and anonymization, purpose based data storage & data access are used by the
online service provider.

The end users may check whetherthey can easily getaccessto the privacy policy of the eVRE
and connected datasets, softwareand services.

The end users may check whetherthe use of their personal datais only limited to the delivery
of the services provided by eVRE and other connected eRls and VREs.

The end users may check how eVRE collects and stores the personal data concerning him or
her. They can ask for the full records of the data stored by eVRE and check whether limited
datais collected.

The end users may frequently check the accuracy of the data concerning themselves on the
eVRE.

The end users may check the storage of the personal datais limited to a certain time span.

The end users may frequently check the storage of the personal data is safeguarded and will
be notified when thereis data breachingincident.

The end users should understand who is the responsible body for protecting their personal
data and to which authority body they can referwhenthere is privacy dispute .

Trust strategies

The end usersshould check the entities of the user profile to see the research history of data
publishersand use feedback systemto provideinformationconcerningindividual activitieson
the eVRE system.

The end users may track source metadata schema and check the level of completion of the
metadata about datasets definedin the CERIF.

The users group of service providers may use Microservices approach to implement their
software and services on the eVRE.

Upon acceptance of this strategy document, this document will be made publicly available together
with training materials in the Annex B and especially distributed to potential user groups. This work
related to dissemination has been described in the deliverable of WP7. The awareness of security,
privacy and trust challenges will help the end users understand the complexity of these issues and
encourage themtodeveloptheirownstrategies to handle theseissues.
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Annexes

Annex A: Privacy policy compliance assessment guideline

This privacy policy compliance assessment guideline provide areference forthe end usersto conduct
a quick screening concerningthe privacy policy stated by an online service provider.

1. Completeness and content of the privacy policies

1.1. Doesthe system lawfully collect and process personal data?

1.2 Does the system offera single, comprehensive document referred to as the “privacy policies”
which describes the privacy practices of the system?

1.3. Doesthe system homepage use the word “privacy” ina link to eitherthe privacy statement
or a dedicated section of the system which contains any privacy policies?

1.4. Does the main privacy document begin with asummary of the entire policies and asection of
links which help the readerto navigate the content?

1.5. Do the privacy policiesinclude definitions that use layman terms to explain privacy relevant
aspects of any technical orlegal terms?

1.6. Do the privacy policiesindicate the last date they were updated?

1.7. Does the system offer to notify users of changesto the privacy policies?

2. Privacy policies scope
2.1. Do the privacy policies contain clear explanation of the purpose of collecting personal data?

2.2. Do the privacy policies contain an unambiguous and clear explanation of the personal data
collected by the system limited to realization of the purpose?

2.3. Do the privacy policies provide an exhaustive list of methods the system usesto collect
information, such as HTTP cookies, web bugs and Flash Locally Stored Objects (LSOs), etc.?

2.4, Do the privacy policies state how collected information will be used?

2.5. Do the privacy policies state which information will be shared with third parties, and for what
purposes?

2.6. Do the privacy policies state any measures taken to protect datain transmissionandin
storage?

2.7. Do the privacy policies state how long data will be stored after collection by the system or

deletion by the user?

2.8. Do the privacy policies contain an email address and a postal addresses for contacting the
data protection officer of the organization?

3. Client Storage Practice and Policy
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3.1 Doesthe systemuse HTTP cookies?
3.2. Doesthe system use HTML5 Local Storage or othernon-cookie browser storage?

3.3. Does the system use Flash LSOs?

3.4. Doesthe system become significantly less useful if HTTP cookies or other browserstorage is
disabled?

3.5 If the system uses Flash LSOs, does the system become significantly less useful if Flashis
disabled?

3.6. If the system uses cookies, do the privacy policies accurately describe the use of HTTP
cookies?

3.7. If the system uses Flash LSOs or browser storage otherthan cookies, do the privacy policies

accurately describe these practices?

3.8. Do the privacy policies accurately explain the extent to which the user can avoid client
storage based trackingand guide the userthrough that process?

4. Third parity use practice and policies
4.1. Doesthe system use any resources or services provided by third parties, such as cloud
computing, dataanalytics, web beacons orJavascriptlibraries?

4.2. Doesthe system generate any requests to third parties which include a persistent cookie?
4.3, Doesthe system continue to functionif browser extensions blocking third party tracking are
used?

4.4, Does the system make any requests to third parties which are not blocked by browser

extensions blocking third party tracking, such as Javascript libraries?

4.5, Does the organization associated with the system offerany web plug-ins designed to be used
on third party sites?

4.6. Do the privacy policies guarantee the userthe right to opt-out of non-critical information
sharing with third parties and explain any technical measures necessary to do so, such as opt-out
options?

5. Data processing Practice and Policy
5.1 Does the privacy policies allow targeting either advertising or contentto the user?

5.2. Doesthe entire system support HTTPS?
5.3. Does the entire system use HTTPS by default?

5.4. Doesthe entire system store the consent by the users regarding the collection and
processing the personal data?

5.5. Does the system provide features for customizing the access or restriction to the data which
isstored about the user?
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5.6. Doesthe system provide features for modifying or deleting datawhichis stored about the
user?
5.7. Do the privacy policies guarantee the userrights to access, modify or delete dataaboutthe

userand provide guidance todoso?

5.8. Do the privacy policies allow data collected from or deleted by the userto be retained longer
than islegally necessary?

5.9. Do the privacy policies allow users to easily access the structured, machine-readable,
personal dataconcerning himor herand transmitto anothersystem?

5.10. Do the privacy policies allow users to object the results of automated individual decision-
making, including profiling?

5.11. Doesthe systemuse any techniquesto ensure the secrecy of the personal data?

5.12. Doesthe system maintainarecord of data processingactivities regarding users’ personal
data, including the content stated in the GDPR?

6. Personal account information
6.1. Does the system request the user’s phone numberforan activity where the user’s primary
goal is notto receive aphone call or use two factor authentication?

6.2. Doesthe systemrequestthe user’s physical address foran activity where the user’s primary
goal is notto receive physical mail?

6.3. Do the privacy documents allow any contactinformation to be used for marketing purposes?
6.4. Do the privacy documents allow third parties to use any contact information for marketing
purposes?

6.5. Do the privacy documents allow the userto opt out of non-critical mailings?

6.6. Do the privacy documents state what userinformation willbe publicly visible, either by

defaultorat minimum?

6.7. If the organization offers plug-ins for use by third party systems, do the privacy documents
guarantee thatany data obtained from plug-ins willnot be linked to dataentered at the
organization’s system?

6.8. If the system facilitates sharing data with otherusers and the public, does the system provide
mechanisms for defining access policies at the granularity of individual users as opposed to
differentiating between groups of users orusing the same policies forall users?

6.9. If the system facilitates sharing data with otherusers and the public, does the system allow
different access policies to be associated with different types of data, or preferably with different
instances of the same type of data?

7. Usability of privacy setting customization

7.1 Doesthe account setup processinclude selecting privacy settings?

7.2. Do all privacy settings default to the most private setting available?
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7.3. Doesthe system have a section dedicated to privacy settings and containing all privacy
settings applicable to the whole system?

7.4. Does eitherthe system homepage, amenu on the site homepage, orthe account settings
page contain a link to the privacy settings page?

7.5. Does the system describe each privacy optionin detail?

7.6. Are descriptions of what each privacy setting entails directly accessible from wherethe user
would alterthe privacy settings?

7.7. Does the system provide active tips or guidance the first time each privacy setting or privacy
sensitivefeature isused oradjusted?

7.8. Does changing an aspect of the privacy settings ever require more knowledge of computer
security than a lay person has?

7.9. Doesthe system provide any information about computer security necessary to help the user
select privacy settings?

8. Privacy breachingincident response
8.1. Do the privacy policies clear define the actions should be undertaken when a privacy
breachingincident happens?

8.2. Does the privacy policies clear state that the organization will notify the users when the
personal concerninghimorheris leaked?
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Annex B: Training materials

The training materials are developed in Work Package 6. The training materials can be accessed on the
VRE4EIC website through this link: https://www.vredeic.eu/tutorials.

D5.4 A strategy for the VRE end-users to handle security, privacy and trust issues —second version PU


https://www.vre4eic.eu/tutorials

